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Variations in wind speed led to a non-constant power output from the wind energy conversion system (WECS). With wind energy 
penetration into utility grids increasing, there are challenges in the power quality of the electricity supply. Several existing 
techniques have been introduced; however, they are challenged by harmonics in wind power output from WECS and traditional 
matrix converters, which are inefficient due to their high switch count, low voltage transfer ratio, and sensitivity to changing 
conditions. In this research, a modified ultra-sparse matrix converter (MUSMC) has been proposed to improve the quality of wind 
power and feed the power to the grid. A modified ultra-sparse matrix converter configuration is designed for power transfer from 
the WECS to the grid. A dandelion closed-loop-based optimization (DLO) method is presented for injecting harmonically less 
electricity from wind power systems into the grid. The suggested DLO-based MUSMC system is designed to provide a voltage gain 
ranging from 0.8 to unity. The proposed system's performance is simulated in MATLAB/Simulink R2021a and tested while 
considering grid harmonics, an unbalanced grid, and changes in modulation schemes. According to the simulation findings, the 
suggested modular control approach with the MUSMC performs well under all three test situations, and the FFT analysis 
demonstrates the control strategy's superiority. This proposed methodology decreases the system's losses, size, and cost. 

1. INTRODUCTION 
With increased demand for electricity and concern about 

the impact of fossil fuels on the environment, the necessity 
of generating power from renewable energy like 
hydroelectric, tidal, solar, geothermal, and wind has earned 
more emphasis in recent years [1]. In the WECS, the wind's 
kinetic energy is turned into electricity utilizing generators 
[2]. Therefore, wind power is an effective alternative to 
fossil fuels. Two kinds of generators are used in WECS [3–
5]. Usually, an AC-DC-AC converter [6] or the AC-AC [7] 
converter delivers energy from the generator unit to the grid. 
The traditional matrix converter [8] uses more switching 
devices, and the control scheme becomes more complex as 
the switch count increases.  

Moreover, the traditional matrix converter has a poor 
voltage transfer ratio, reduced reactive power transfer 
capability, and is sensitive to changes in unpredictable 
circumstances. To address these limitations, the researchers 
developed the very sparse matrix converter [10], ultra-sparse 
matrix converter [9], and sparse matrix converter [11]. 
Because of the increased switch count, typical matrix 
converters are more expensive than UMSC. 

Another issue related to implementing a conventional 
matrix converter (CMC) in WECS is the voltage 
transformation ratio [12]. At first, the venturi modulation 
method [13] was introduced for operating the conventional 
matrix converter. This method gives a voltage 
transformation ratio of less than 0.5. Later, the scalar method 
[14] was introduced for the traditional matrix converter to 
improve the voltage transformation ratio, and a voltage 
transformation ratio of 0.86 was achieved. The 
overmodulation method [15] gives a high gain value 
approximately equal to 1. To increase the voltage 
transformation ratio, two low-frequency transformers are 
connected in a cascaded manner [16] to the matrix converter 
circuit. The authors in [17] presented a buck-boost type of 
matrix converter with a step-change in frequency.  

Some control methods like the fractional order PID 
controller [18], sliding mode control [19] (SMC), cascaded 
control [20] (CC), fuzzy controller (FC) [21], and voltage 
mode control are used in the WECS to inject the harmonic less 
power into the grid. The cascaded controller falls short in only 

one case: using a conventional PI controller [22]. The authors 
of [23] describe a moth flame optimizer for optimizing 
controller parameters. This sturdy controller limits accuracy 
and convergence while operating the system under dynamic 
situations. A genetic method with BP (backpropagation) 
neural network PID control [24] is used for renewable energy 
applications. The suggested hybrid controller performs 
exceptionally well under various operating situations [32–35]. 
A Grasshopper optimization algorithm-based FOPID 
controller [25] is developed for the hybrid WECS. The system 
is evaluated for unexpected load variations and volatility in 
input sources. A comparison analysis of other optimization 
strategies is performed. In WECS, the rotor speed of the DFIG 
is controlled using a genetic algorithm-based PID controller 
[26]. The results show that the GA-PID controller effectively 
manages the DFIG's speed [27].  

In [28], field-oriented manipulators (FOCs) for wind 
turbines with double-fed induction generators (DFIGs) are 
demonstrated in real time. As a result of the proposed 
manipulation, the overall efficiency and total harmonic 
distortion on the stator-injected energy to the grid are 
excellent, and the THD on the stator-injected energy is 
reduced—double-fed induction generators power wind 
turbines' field-oriented control system (FOC) [29]. An FOC-
Hysteresis contemporary controller (HCC) with the stator and 
resistive load improves manipulative regulation in a rotor side 
converter (RSC). Results show that the recommended control 
is excellent in steady and transient modes. WECS includes a 
permanent magnet synchronous generator (PMSG) designed 
to benefit from Direct matrix converters (DMC) [30]. The 
results are satisfactory with using the DMC framework, with 
more control over the WECS. 

From the literature, the following problems related to the 
WECS have been found: (i) The main disadvantage of using a 
conventional matrix converter is that it requires more 
switches, and (ii) the use of conventional modulation methods 
in WECS affects the control complexity, filter design, 
switching frequency, sampling frequency, and dynamic 
response of the system. To solve this issue, this paper presents 
the implementation of a modular ultra-sparse matrix converter 
for integrating the DFIG with the grid using a modular control 
method. In this research, a modified ultra-sparse matrix 
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converter (MUSMC) has been proposed to improve the 
quality of wind power to the grid. From the issues presented 
above, the contributions of the research are as follows:  
• We have designed a modified ultra sparse matrix 

converter (USMC) with high-power transmission 
capacity and fewer losses. Integrate the Z-source 
network with the modified USMC to achieve a high 
voltage transformation ratio.  

• The current space vector modulation (CSVM) is 
implemented for the USMC, and a closed-loop 
Dandelion optimization (DLO) based SVM control 
technique is implemented for the grid side converter.  

• Compare the efficiency of the WECS with conventional 
and the proposed MC under various wind speeds and 
modulation methods.  

The paper is constructed as follows: section 2 discusses the 
modeling of the USMC; section 3 offers the loss analysis of 
the proposed approach to the conventional framework; section 
4 describes a DLO-based closed-loop control strategy for 
injecting harmonic-less electricity into the grid; and section 5 
displays the proposed system's simulation findings. Finally, 
section 6 summarizes the recommended work. 

2. MODELING OF MODULAR ULTRA-SPARSE 
MATRIX CONVERTER (MUSMC)  

 
Fig. 1 – Modular ultra-sparse matrix converter. 

The DFIG's AC power is converted to DC using three 
switches and twelve diodes. The upper and lower diode 
elements are switched depending on the ‘OR’ gate operation.  

The following equation calculates the duty cycle ratio [31, 
32] of the two nearby effective vectors required to construct 
the reference input current vector 𝐼!"#. 
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where ∇3 stands for sector number, ‘z’ denotes the angular 
location of the reference vector. When the reference cutting-
edge drops inside the first sector, the significance of the DC 
hyperlink voltage is given by: 

𝑈41 = δ$𝑈56 + δ'𝑈51 =
78%&
912%	 *

 ,                (2) 
where 𝑈&' is the magnitude of the input phase voltage, 𝑈56, 
and 𝑈51 are the input line voltages. 

3. LOSS ANALYSIS OF PROPOSED DLO-BASED 
MUSMC  

The proposed system is made up of a rectifier and an 
inverter unit. The switching losses are zero since the current 
SVM approach triggers the rectifier unit's switches. Figure 1 
presents the DLO-based control system. Therefore, the 
conduction losses of IGBT and diodes are  

𝑃cond_rec = 2𝑃cond_UGBT_rec + 4𝑃cond_diode_rec	,         (3) 
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𝐼41 = 𝑃2/𝑈41 = √3𝑈2$𝐼2$cos	(𝜑2)/𝑈41 .        (6) 
where, 𝐸>?@A represents the energy dissipated by the IGBT 
during conduction, 𝐸diode  represents the energy dissipated by 
the diode during conduction. 𝐼41 denotes the DC flowing 
through the circuit, 𝑇% is switching period, 𝑟11 is the IGBT’s on-
state resistance, the diode resistance. 𝑃2 stands for output power, 
𝑈2$𝑎𝑛𝑑	𝐼2$ stands for output voltage and current magnitude. 
Total conduction losses of USMC rectifier stage (Pcond_rec) 
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The switching loss and conduction loss of the inverter 
stage are presented in the equations 
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where, 𝑣WCM is the reference voltage, k denotes the harmonic 
order. Losses of the proposed converter are calculated by 
considering the following parameters, 
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The maximum loss is obtained at a firing angle <
7
 and is 

calculated as  
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Here, 𝑓3 denotes the switching frequency, 𝐾., 𝐾9, 𝐾7 
represent the constant parameters. The minimum loss is 
obtained at a firing angle ^#	U<

F
 and is calculated as, 
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Similarly, the average value is 193 W, representing the 
DLO-based closed-loop control shown in Fig 2. 

 
Fig. 2- Proposed DLO-based closed-loop control system 
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4. DLO CONTROL STRATEGY   
In the realm of continuous optimization, the Dandelion 

optimizer has emerged among various swarm optimization 
algorithms. The seeds are sown to dozens of kilometers in 
the right conditions. Dandelion seeds travel under 4 stages 
i.e., (i) Initial stage, (ii) Rising stage, (iii) Falling or 
Descending stage, and (iv) Final or Landing stage. 

In the Initial Stage, it requires the initialization of 
population generation and iterative optimization. Each 
dandelion seed can be expressed in terms of population as  

popu	 =

⎩
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𝐷𝑖𝑚 is the variable dimension, while 𝑝𝑜𝑝 is the size of 
the dandelion seed population. Each seed solution is 
generated depending on the upper and lower bounds of a 
particular condition. Thus, the individual's ideal fitness 
value, 𝑌"Vab", is, f	6C%B = 	min	(f(𝑌&	)) 

𝑌"Vab" 	= 	𝑌 Pfind8	f	6C%B 	== 	𝑓(𝑌&):Q.            (14) 
Dandelion seeds must reach a certain height during the 

rising stage before attempting to fly away from their parent. 
Assume the condition to be a clear day with lognormal 
distribution with parameters (µ, σ2). The mathematical 
expression is given by, 

𝑌b+. = 𝑌b + β ∗ 𝑉c ∗ 𝑉d ∗ ln𝑋 ∗ (𝑌3–𝑌b),        (15) 
where 𝑌b is the iterative position t of a dandelion seed, 𝑌3 is 
the random position in selected search space, 

Y* = rand	(1, Dim) ∗ (Upper	bound–Lower	bound) +
+Lower	bound                               (16) 

ln 𝑋 indicates the logarithmic normal distribution with 
mean 0 and variance 1, i.e., (µ,σ2) = (0,1). The mathematical 
formula for a lognormal distribution is,  

ln 𝑋 = 0

.
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Equation (18) uses an adjustable parameter β to change 
each search step and is stated as: 

β = 	rand	() 	∗ 	 {(1/𝑇)𝑡	9 −	(2/𝑇)𝑡 + 1}.       (18) 
Here, t denotes the iteration count.  β perturbates between 

[0,1] and it is nonlinear with a decrease reaching 0.  
In the Descending stage, the DLO algorithm emphasizes 

the exploration stage. This ensures the population at a 
maximum community. Given by mathematical expression 

Yt+1 = 𝑌b– β * αt *(𝑌J"fg – β* αt*),              (19) 
where αt denotes the Brownian motion, which is a random 
number, and 𝑌J"fg  is the average position of the population 

𝑌J"fg = .
Y^Y

 ∑ 𝑌a .
Y^Y
ah.                              (20)  

The erratic movement leads to a search that is likely to be 
near the global optimum. 

In the Final Stage, depending on the initial and descending 
stage, the dandelion chooses the position to land. To 
converge accurately search agents borrow information in 
local neighborhoods with population evolution. Finally, a 
global position is reached, 

Yt+1 = Y elite + λ* β *(𝑌"Vab" – Yt *δ),             (21)  
𝑌"Vab" is the 𝑖bi optimal dandelion seed position, λ function 

representing levy flight. 
λ = (Y∗k∗e)	

|b|
8
9

,                               (22) 

where α is a random number within [0,2], p is a constant 
approximated to 0.01, and 𝜔 and t are random numbers [0,1] 

σ = �
m(.+n)	∗	%&'(!9) )
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�,                         (23) 

α is linearly increasing function δ 
δ = 2t/T.                                  (24) 

To avoid excess optimization, a linearly increasing 
function is incorporated in (24).  

5. SIMULATION RESULTS 
The proposed method was implemented with MATLAB 

R2021a and verified across three conditions. The proposed 
system is tested under grid voltage distortions and grid 
voltage unbalance under the first two conditions, which are 
being conducted using the modular SVM controller. 

Table 1 
Performance comparison of the CMC and MUSMC 

Wind	 
velocity		
(m/s)	

Generator	 
output 
	voltage	
(V)	

frequency	
(Hz)	

Conventional	CMC	 MUSMC	
Output	 
voltage 
(V)	

Voltage 
	transfer 
	ratio	

Output 
	voltage 
	(V)	

Voltage 
	transfer 
	ratio	

2	 130	 15.5	 96	 0.73	 103	 0.79	
4	 155	 28.57	 123	 0.79	 131	 0.84	
6	 185	 33.33	 151	 0.8	 163	 0.88	
8	 280	 35.48	 225	 0.806	 249	 0.889	
10	 310	 47.61	 254	 0.819	 288	 0.92	
12	 380	 49.2	 321	 0.845	 371	 0.976	
The third condition is the testing of the entire system with 

conventional and modular SVM methods. Table 1 shows the 
voltage transformation ratios for the suggested and 
traditional systems at various wind speeds. Table 2 depicts 
the comparative analysis of the voltage transfer ratio with 
proposed method and existing CMC, quasi-Z-USMC, Step 
up-USMC. When the wind velocity range increase the 
velocity transfer ration also increases. From the comparative 
analysis, the proposed method yields the highest voltage 
transfer ration than the existing methods.  

Table 2 
Comparative analysis of the voltage transfer ratio. 

Wind velocity 
(m/s) 

Conventional 
CMC 

Quasi 
Z-

USMC 

Step 
up-

USMC 

Proposed 
MUSMC 

2 0.73 0.76 0.785 0.79 
4 0.79 0.802 0.821 0.84 
6 0.8 0.823 0.861 0.88 
8 0.806 0.851 0.874 0.889 
10 0.819 0.897 0.907 0.92 
12 0.845 0.927 0.954 0.976 
To improve performance, the output current's THD must 

be reduced, and the reference current must be tracked 
constantly. This optimized control technique aims to reduce 
undesirable harmonic distortions in output current 
waveforms by optimizing the PI values and other regulating 
parameters. Table 3 shows that the proposed method creates 
less overshoot and takes much less rise and settling time than 
the different algorithms. 

Table 3 
Analysis of DLO with other methods. 

Controller	
Setpoint  
response	

Load	disturbance 
	response	

Mp	%	 tr	 ts	 Mp	%	 tr	 ts	
DLO − PI	 10	 0.08	 0.16	 9.3	 0.09	 0.18	
PSO − PI	 39	 0.10	 0.49	 38	 0.11	 0.50	
BA − PI	 10	 0.43	 1.27	 10	 0.45	 0.28	
GA − PI		 29	 0.28	 1.36	 28	 0.30	 1.36	
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Figure 3 depicts how the system responds when controlled 
by various optimization-based PI controllers. The DLO 
approach responds faster with a shorter rising and settling 
time than the other optimization techniques. The DLO 
method is more advantageous than the other conventional 
methods because in DLO there are two sorts of dandelion 
populations (the core dandelion population and the 
assistance dandelion population), and they are both used to 
spread seeds, but in different ways. As a result, the DLO can 
prevent an untimely convergence.  

 
Fig. 3 – Response comparison of optimization-based PI controllers. 

5.1. VALIDATION OF CONTROLLER PARAMETERS  
The output vector's threshold value is set to open brackets 

[0, 10o]	to get the most precise value.  

 

 
Fig.4- PI controller-tuned parameters using DLO. 

Figure 4 depicts the findings obtained using the DLO 

method. There are a maximum of 600 rounds. Only the fifty 
important iterations are considered from the total number of 
iterations for better results. It is best to use 17.3218 and 
3.8698 for the PI controller to control 𝑑 and 7.6983 and 
5.1796 for the PI controller to control 𝑞. 

5.2. CASE 1: GRID VOLTAGE WITH HARMONIC 
DISTORTIONS  

In the first case, the grid voltage is identified with 13% of 
the 𝐻U component and 10% of 𝑡ℎ𝑒	𝐻7 component. 𝐻U	and 
𝐻7 are the 5th and 3rd-order harmonics. Figure 5 shows the 
various outputs of the introduced system operating under 
case 1. with harmonic distortions, 5(a) the output waveform 
of grid voltage, 5(b) the sinusoidal stator current waveform, 
5(c) presents the output waveform of the proposed MUSMC, 
5(d) presents the reference 𝑑𝑞 current waveform and 5€ 
presents the actual 𝑑𝑞 current waveform. It is observed that 
the reference current does not contain harmonics. Therefore, 
the rotor currents presented in Fig. 5(f) appear to be 
sinusoidal, thus making a controlled current source 
operation. Figure 5(g) presents the ripple-free rotor output 
voltage waveform of phase “𝑎”. 

5.3. CASE 2: UNBALANCED GRID VOLTAGE  
In case 2, a voltage sag in phase “𝑎” has been created at a 

period of 2ms. Due to the creation of voltage sag in phase 
“𝑎” unbalanced stator voltages are observed in Fig. 6(a). Fig. 
6(b) presents the stator current. Figure 6(c) presents the rotor 
current, and Fig. 6(d) presents the rotor phase voltage.  It can 
be observed that the controller works effectively in 
producing the rotor currents without harmonics. Since the 
rotor currents are free from distortions, the stator currents 
also will be free from harmonic distortions and appear to be 
sinusoidal. Figure 7 presents the FFT analysis of rotor 
voltage and rotor current corresponding to phase “𝑎”. Due to 
the presence of a sag in phase “𝑎” the 50	Hz element in the 
FFT analysis of Fig. 7(a). The 120	Hz components are used 
for compensating the sag. This 120	Hz , the component 
cancels the harmful sequence component produced due to 
sag. It creates a zero voltage, thereby preventing the 
circulation of unbalanced currents in the DFIG stator. 

 

 
Fig. 5 – Simulation results of case 1 a) Stator voltage b) Stator current c) MUSMC output d) reference 𝑑𝑞 current e) actual 𝑑𝑞 current f) Rotor current 

g) Rotor a-phase voltage.
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Fig. 6 – Simulation results of case 2 a) Stator voltage b) Stator current c) Rotor Current d) Rotor Phase Voltage. 
 

Fig. 7 – FFT analysis a) Rotor voltage b) Rotor current. 
 

5. CONCLUSION 
This paper presents the modified ultrasparse matrix 

converter (MUSMC) with the DLO algorithm to increase the 
quality of wind power and feed it into the system. The 
MUSMC is used to overcome this limitation and connect the 
DFIG-based WECS to the grid. The proposed system 
performance is simulated and tested in MATLAB/Simulink 
R2021a while considering harmonics in the grid, unbalanced 
grid, and modulation scheme changes. The ultra-sparse matrix 
converter (USMC) generally outperforms traditional direct 
and indirect matrix converters; however, the average USMC 
has a low voltage transformation ratio. The proposed 
technique adds a Z source network to the standard USMC to 
increase the voltage transformation ratio. In addition to that, 
while operating a modified USMC in rectifier mode, the 
switching state can be easily changed at zero current 
conditions. The simulation results show that the proposed 
modular control method with the MUSMC performs well 
under the three test cases, and the FFT analysis proves the 
superiority of the control strategy. According to the simulation 
result, the proposed method provides 0.9%, 1.2%, and 2.3% 
faster response than existing BA, GA, and PSO techniques. 
Future research could explore advanced modulation 
techniques to improve harmonic reduction, particularly under 
variable load conditions and grid disturbances. 
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