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The article presents the origin of the Internet of Things (IoT) and how the concept has evolved over time. Four architectures for 

IoT implementations are identified and described: central point architecture, decentralized architecture, hybrid architecture, 

and semi-centralized architecture. Next, the concept of an intelligent object is defined, and its characteristic aspects are 

described. Finally, an example of implementation is given, and conclusions are drawn.

1. INTRODUCTION 

“The Internet of Things (IoT) describes the network of 

physical objects, “things”, that are embedded with sensors, 

software, and other technologies to connect and exchange 

data with other devices and systems over the internet” [1]. 

The Internet of Things was born from the idea of bringing the 

objects of our daily experience into the digital world. The 

coining of the phrase “Internet of Things” is attributed to 

Kevin Ashton [2]. He used this term in 1999 during a 

presentation while working for Procter & Gamble (P&G). At 

that time, the context in which the “Internet of Things”, or 

IoT, for short, was used was that of using RFID (Radio-

Frequency Identification) in the supply chain of P&G. The 

novelty came from linking this technology with the Internet, 

which was still a relatively new technology at that moment. 

Kevin Ashton understood that because all the 

information in the knowledge base available on the Internet 

is currently entered by human users this may be a limit in 

the future related to the inability of human actors to enter 

huge amounts of data in a precise way. 

In Kevin Ashton's view, people should not be the only 

vector for entering information on the Internet. If devices, 

such as sensors or video cameras, capable of collecting data 

from their environment also have an Internet connection, 

they could make the collected data available on the Internet, 

thus providing accurate information about entities in their 

environment, such as objects or processes. 

Moreover, these entities may have associated actuators, 

i.e., devices acting upon the environment, themselves 

connected to the Internet. As we put together the concepts 

of gathering data from the environment, making it available 

for access, and acting upon the surroundings based on it 

with limited or without human intervention, we can get 

automation and even a cybernetic loop, as we can obtain a 

self-adapting system. 

Cybernetics can be put into the discussion when the 

system we refer to contains a feedback loop. More 

precisely, when a system performs a change in the 

environment, acknowledges its impact, and then adapts 

accordingly to this feedback. 

A simple example of implementing such a system could 

be an agricultural irrigation system in which a sensor is 

used to measure the humidity in the soil. The processing 

and control unit observes when the humidity drops below a 

predefined threshold and activates the water pumps. The 

humidity sensor continues to feed data to the control unit, 

which decides to stop the pumps once the value sent by the 

sensor is above a specific target. [3] 

Besides sharing characteristics with an automaton and a 

cybernetic system, the Internet of Things paradigm brings 

us closer to an environment in which computing is 

pervasive, accessible anytime, anywhere, and becoming 

embedded in our surroundings. 

The most prominent traits of IoT could be 

interconnectivity, heterogeneity, dynamical nature, 

scalability (usually at a big scale) [4], objects’ unique 

identification, meaningful communication, and the ability 

to sense and act upon the environment based on intrinsic 

intelligence. An IoT infrastructure should be able to 

connect a wide array of devices in a dynamical and 

scalable manner. This network of devices should offer the 

system the ability to sense the exterior environment and 

act upon it if necessary. Decisions should be made by the 

collective wisdom of the system’s components. 

2. INTERNET OF THINGS (IOT) ARCHITECTURES 

We can distinguish at least four main architectures for 

the Internet of Things ecosystems: the central point 

architecture, the decentralized architecture, the hybrid 

architecture, and the semi-centralized architecture. 

2.1. CENTRAL POINT ARCHITECTURE 

The first one is that of a device or of several devices that 

gather data from the environment by using different kinds 

of sensors. The data is then sent to a central endpoint, on-

premises or in the cloud, for storing and processing. 

To complete the loop, we can also have instructions sent 

from a central point to actuators deployed on the terrain. 

In this architecture, the devices from the field have very 

limited autonomy and power of decision and 

communication. Their purpose is to send data to a central 

point and then execute the instructions received from there. 

A device might be able to connect itself directly to the 

central point, or a gateway might be used. Usually, as the 

devices do not have the capabilities of communicating over 

the Internet, the gateway is used. 

The gateway is commonly deployed near the field devices, 

and its role is to aggregate the data collected from the devices 

and send it to the central point. Of course, if the central point 
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wants to send a command to one of the devices, the 

communication passes through the gateway, which receives it 

and forwards it to the suitable device or group of devices. 

One of the main disadvantages of this architecture is the 

single point of failure, to which the devices send the data, 

where the data is processed, and from where commands are 

sent to the devices. Also, the gateway introduces a point of 

failure, which can lead to losing connectivity to multiple 

devices if it fails. 

By leveraging the edge computing trend, we can see that 

more processing power is shifted to the gateway device. 

This leads to the semi-centralized architecture, as we are 

going to see. 

2.2. DECENTRALIZED ARCHITECTURE 

Another type of architecture, the second one from our 

discussion, uses devices that are capable of dynamically 

joining or leaving a network of devices, knowing their 

neighbors, can communicate with them, and can even 

collaborate with them in achieving a task. 

This architecture is decentralized. Each device can act on 

its own and as part of a community. The devices can act as a 

server and as a client at the same time, thus working in a 

peer-to-peer manner. The main advantage of this architecture 

is the lack of a single point of failure. Even communication 

failures can be handled as a message from a device could be 

sent via multiple pathways using a mesh network [5]. 

A device can join or leave dynamically a mesh network. 

The routing algorithms implemented by the mesh network 

can manage multiple routes and choose the best one to send 

the message. Also, a device doesn't need a direct connection 

to another device to communicate. For instance, if we 

consider three devices with wireless networking capabilities 

that are located such that the first device and the third one 

are in the range of the second device, communication can 

be established between the first device and the third one 

even if they are not directly visible to each other. 

The main challenge of a completely decentralized 

architecture would be the setup and update of the devices, 

as they are not in connection with a central point. However, 

an updated device could be introduced in a community and 

have it spread the update to the other members. As more 

and more devices get updated, they can propagate the new 

setup further and further in a cascading manner, making the 

process very quick. Broadcast or multicast network 

strategies could be used for this. 

2.3. HYBRID ARCHITECTURE 

The third type of architecture is the hybrid one, obtained 

using a decentralized architecture and adding a central 

command point. By using this architecture, we can still 

retain reasonable and direct control of the smart objects, all 

while gracefully handling potential issues such as loss of 

communication. 

2.4. SEMI-CENTRALIZED ARCHITECTURE 

This is like fog computing, a term coined by Cisco. 

Another term used to describe it is edge computing. 

This architecture results from taking a central point 

architecture and introducing several computing nodes 

between the central point and the devices on the field. 

As previously stated, processing power is shifted to the 

gateway device; other functions are attributed to it, such as 

performing some analysis on the received data, making 

decisions based on the results, and sending commands to 

the devices without going through the central point. In this 

way, the gateway device becomes an edge computing 

device. In some cases, the edge device can even continue 

operating while being disconnected entirely from the 

central point. 

Even though the edge device has some computing power, 

it still depends on the central point from which it receives 

instructions and updates. 

An example of a scenario would be having the edge 

device run an application, let’s say a neural network model 

used for classifying the objects detected by a video camera, 

the field device in this case. What is important to note here 

is that the central point would be the one performing the 

training of the neural network, and then the resulting model 

would be deployed to the edge device. 

During operation, the edge device would still be able to 

classify the objects even if the connection with the central 

point is lost. Also, there would not be any need to send a 

video stream to the central point as the edge device could 

only send an alert if a specific object is detected. 

Using such a setup, the compute-expensive operation of 

training the neural network would still be performed rapidly 

on a capable central point. The edge device would only 

need enough power to run the trained model. There is no 

need to provide the computing power necessary for training 

a neural network to the edge device, as this would be an 

operation that is not frequently performed. 

In this category, we could also fit the mist computing 

paradigm. With mist computing, the processing is done on 

the field device itself and not on an intermediary device, such 

as an edge device. After this stage, the processing of the raw 

data, the device can send the processed data to the cloud. 

In conclusion, we recognize: 

– central point architecture (like a classical client-server 

deployment) 

– decentralized architecture (like peer-to-peer 

architecture) 

– hybrid architecture (a decentralized architecture with 

devices that can self-organize and run independently, 

to this architecture, we also add a central point of 

command) 

– semi-centralized architecture (like fog, edge, and mist 

computing) 

Each of these architectures uses different shapes for a 

smart object: 

– one entity representing a cluster of devices capable of 

computing, storage, communication, sensing the 

environment, or acting on the environment (this seems 

to be the case for the decentralized architecture and its 

variants, hybrid, and semi-centralized architectures) 

– a distributed, abstract entity, with these capabilities 

distributed along the architecture (this seems to be the 

case for the central point architecture) 

The smart object is composed of the hardware plus the 

associated software, and we will give more clarity to its 

definition further on. 

3. SMART OBJECTS 

In the literature, we speak about the “Internet of Things”, 

this is the consecrated phrasing. However, we say that the 

Internet of Things comprises smart objects. According to 

the Cambridge Dictionary [6], we have the following 

definitions for a “thing” and an “object”: 

– thing – used to refer in an approximate way to an 
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object or to avoid naming it. 

– object – a thing that you can see or touch but that is 

not usually a living animal, plant, or person. 

We accept a semantic similarity between a “thing” and 

an “object” as they are used in one another’s definitions. 

Still, the situation gets even more confusing, as in our case, 

a “thing” is the equivalent of a “smart object”. 

To gain more clarity, we should discuss what makes an 

object smart and how it differentiates from an object that is 

not smart, a simple object. According to some of the 

literature [7], the leap between an object and a smart object 

is performed when the object is given the ability to handle 

the information it receives from the environment. 

Unfortunately, this is quite a broad definition that leaves 

room for a lot of interpretation. For instance, we can 

consider a simple rock to have an interface, its surface. The 

way it handles an input, represented, for example, by a 

force applied to this surface, an input that could generate, 

for instance, movement, could be considered as its ability to 

manage the received information from the environment. 

Thus, the need for more explicit criteria to differentiate 

between a simple object and a smart object arises. 

A suitable framework for defining a smart object could 

include three dimensions: awareness, representation, and 

interaction [8]. According to this framework, a smart object 

should be aware of its environment, have an internal 

representation of what it can sense, and decide to interact 

with the environment based on the inputs it receives. 

This definition could be expanded by adding more 

dimensions, such as the ability of a smart object to interact 

with its peers and other smart objects and collaborate with 

them to achieve a goal. A smart object encompasses 

computing, storage (whether short-term or volatile), 

communication, sensing, and acting on the environment. 

We can also have distributed smart objects with storage 

and computing capabilities separated from the sensing and 

acting capabilities. 

Until now, as we tried to define and characterize a smart 

object, we have mainly discussed its ability to sense its 

surroundings, make decisions based on perceptions and on 

internal representation, and act upon them. 

If we take a simplistic approach, we can conclude that a 

smart object is not very different from an automaton. 

Adding the ability of a smart object to dynamically change 

its reaction by introducing a form of a feedback loop brings 

it closer to a cybernetic system. Still, there does not seem to 

be enough differentiation between a smart object and 

previously mentioned concepts of automation and 

cybernetic system. 

The true smartness of a smart object should lie in its 

capability to communicate with other smart objects and 

collaborate to achieve a goal. To achieve this, the smart object 

should be capable of dynamically joining or leaving a 

community, detecting the members of a community, their 

capabilities, and their eventual intentions, as well as advertising 

its capabilities and maybe intentions to the community. 

4. IMPLEMENTATION EXAMPLE 

We need to start and define the criteria for how to choose 

architecture. To define the criteria, we could look at the 

high cohesion – low coupling principle and apply it 

accordingly. We must define the use cases and how they 

can be conceptually defined. To derive the use cases, we 

can ask the 5W and 1H questions: Who? What?, When?, 

Where?, Why?, How?. This will help us determine the 

business actors and agents, the business processes, the 

business rules, and the business objects. 

We must look at the business use cases and derive the 

IoT technical use cases. For each technical use case, we 

need to see how it can be implemented, the needed 

functionalities for the implementation, and then see what 

kind of smart object (single entity smart object or 

distributed smart object) is needed for each one of the 

functionalities. The smart objects will be assigned digital 

twins, avatars, in our conceptualized world. 

After this, we can think about what kind of architecture 

would suit the implementation. A close-to-ideal smart 

object should have capabilities such as: 

– compute power 

– storage 

– communication interfaces 

– sensing the environment 

– acting on the environment. 

With this in mind, the following proposition of such a 

smart object was created. 

As previously discussed, the smart object comprises both 

the hardware and the software that makes it “smart”. 

From the hardware perspective, our device has 

processing power, storage capabilities, sensors, actuators, 

and networking interfaces. 

From a software perspective, we follow the microservice 

architecture [9], and we implemented the following 

components (Fig. 1): 

– an advertising service that communicates what are the 

capabilities of the device 

– a request-response service that can both send requests 

to other devices asking them to perform some 

operations and respond to an incoming request from 

other devices 

– a bridging service that is used for implementing a 

mesh network 

– a key generator used for creating keys for the 

communities of devices 

– a key vault for storing the community keys 

– a sensor log for storing the historical sensor readings 
 

 

Fig. 1 – Schematics of a smart object implementation. The operating 
system of the device is Raspbian. 
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The sensing capabilities are offered by a Sense HAT 

(hardware attached on top) which plugs in as an add-on board 

in the Raspberry Pi. This board can also be simulated by 

software within the Raspbian operating system. The Sense 

HAT offers sensors (gyroscope, accelerometer, magnetometer, 

temperature, barometric pressure, humidity), input capabilities 

(by a five-button joystick), and an 8×8 RGB LED matrix, 

which in our case will be the way it interacts with the 

surrounding medium, by displaying a message. 

The Sense HAT capabilities can be accessed by using Python. 

The rest of the features were implemented by using Java. 

Each device is a server and a client, enabling a peer-to-

peer architecture. The device is advertising its capabilities, 

such as the sensor readings it might be able to provide, alert 

messages it can display on the screen, its location, its name, 

and the IP address at which it can be contacted. 

This advertisement can be done using broadcast or 

multicast in case we want to have a more targeted approach 

and save networking bandwidth, for example. 

The protocol used for sending these messages is UDP 

(User Datagram Protocol), as no confirmation is expected if 

a particular advertisement was received or not. In contrast, 

messages containing requests from other devices and data 

such as sensor readings are sent using TCP (Transmission 

Control Protocol) to ensure the delivery of the message. 

These advertisement messages can be sent in plain text to 

be accessible to all interested parties. For enhanced 

security, the messages can be encrypted using a shared 

secret in the form of a symmetric key. This symmetric key 

is what identifies a device as being part of a community, 

and it is pre-shared when the devices are configured. The 

secret is shared by an authority. It could be the user who 

configures it, for example. Like this, only the members of a 

community can decrypt the messages. 

In this way, each community of devices speaks its 

language, ensuring security and encryption. 

Each device includes a symmetric key generator to be the 

initial starting point of a community of devices. A device 

and be part of one or more communities of devices, as 

depicted in Fig. 2. 

 

 

Fig. 2 – Communities of smart objects. Some smart objects can be part of 
several communities. 

A device can then pick up what capabilities are available 

in its environment and request the devices it can access. 

Besides this, each device can store historic data from its 

sensors and offer this data to requestors or perform different 

local analyses. 

From a connectivity point of view, each device bridges 

all its communications ports and is configured with a single 

IP address, which becomes how another device can contact 

it. This bridging configuration also allows the messages to 

be forwarded between the interfaces and for messages from 

other devices to be forwarded to their destinations if the 

device itself is not the intended destination. 

The device acts as a switch. In this way, we can ensure 

that a device that does not have a direct line of sight, a direct 

connection, to another device can still communicate with it if 

there is a path to that device by leveraging the connections of 

the community. To avoid problems raised by the possibility 

of multiple active paths, STP (spanning tree protocol) is 

used. This also ensures that if a path is disconnected, another 

one will become active in its place if it exists. Such a 

configuration enables the possibility of using complete or 

partial mesh network topologies for redundancy in unreliable 

environments. It offers resiliency, and together with the peer-

to-peer behavior of the devices, it can eliminate the existence 

of single points of failure in the architecture. 

We can also have distributed devices. For example, 

having the storage and the compute capabilities separated 

from the sensing and acting capabilities. If we decide to use 

only a subset of a device’s capabilities. 

5. CONCLUSIONS 

We introduced the concept of the Internet of Things and 

its evolution over the years and identified four relevant 

architectures for IoT. The concept of a smart object was 

characterized, and an implementation example was given. 

By leveraging this multipurpose implementation, all the 

architectures discussed previously are possible: central 

point architecture, decentralized architecture, hybrid 

architecture, and semi-centralized architecture. Of course, 

for some of these deployments, only a subset of the device 

features might be used. 

To conclude, the device, with all the connectivity 

capabilities and the operations enabled by software running 

on it, fit our definition of a smart object. 

The Internet of Things paradigm has the potential to be 

applied to all activity domains in a way like what happened 

with automation and, later, with information technology. 

IoT implementations can already be seen in diverse fields 

[10], ranging from industry, logistics, and agriculture to 

services, healthcare, and education. 

For example, in healthcare, IoT implementations can be 

used for monitoring a patient’s vital signs or her/his 

environment [11,12], while in education, a similar approach 

could be used to monitor a learner’s reaction to different 

learning techniques to assess their effectiveness [13,14]. 
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