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In this paper, a free model predictive control based on the active vector execution time (AVET-MFPC) using an adaptive observer 

is proposed for two-level voltage source inverters. The traditional model-free predictive control (MFPC) uses the sampling period 
to select one voltage vector for all candidate vectors according to the minimizing cost function principle. With the proposed control, 

two vectors are selected at one sampling period. The first vector is an active vector that uses the execution time of the active vector 

to select it, while the second one is a zero vector as it is applied after the active vector. The execution time is calculated using the 

ultra-local model (ULM) equation. In the traditional MFPC, the factor in the ULM is chosen with approximate values ranging 
between ±50 % of the nominal value. This paper proposes an adaptive sliding mode observer (ASMO) with an improved design to 

observe the variation of this factor, especially in case of mismatch parameters and during a step change in the reference signal. 

Combining the proposed ASMO observer and the AVET-MFPC controller gives faster system response, good tracking results, 

and less computational burden. Finally, the effectiveness of the proposed control model is approved and confirmed under various 

conditions, as well as the simulations carried out and the results obtained. 

1. INTRODUCTION 

Various control strategies have been developed in recent 
years to assist in energy conversion; the predictive control 
strategies based on the model are one such strategy for 
controlling voltage source inverters (VSIs); the principle of 
these strategies is to select the best vector associated with the 
minimized cost function [1, 2]. To determine the optimal 
voltage vector, evaluating all vectors, which amount to eight 
switching states for a two-level inverter, is necessary based on a 
predictive model [3–5], which requires very precise system 
parameters [6  , 7]. However, if these parameters contain 
measurement errors or undergo changes due to varying working 
conditions, the performance of MPC can be greatly destroyed. 

A recent model-free predictive control (MFPC) concept 
has emerged as an alternative solution for parameter 
variations in MPC [8]. Within MFPC theory, output 
derivatives are directly articulated in terms of the input 
through a ULM. In this theory, online identification 
techniques must estimate an unknown variable [9]. The 
traditional MFPC control uses the sampling period to select 
one voltage vector for the all-candidate [10]. This paper 
introduces a novel approach termed execution time of active 
vector-based free model predictive control (AVET-MFPC) 
tailored for two-level inverters. Two vectors are selected at 
one sampling period. The first vector is an active vector that 
uses the execution time of the active vector to select it, while 
the second is a zero vector as it is applied after the active 
vector. With the proposed control, there is less 
computational burden as it uses only six voltage vectors in 
the cost function instead of all eight candidate vectors. The 
execution time AVET is calculated using the ULM. 

In [11], ULM's extended state observer (ESO) is proposed to 
simplify AVET-MFPC. In contrast, it finds that the unknown 
function in ULM has a non-linear character. As discussed in [12], 
the estimation of the unknown term in the ULM was reached 
using a sliding mode observer (SMO). Nevertheless, the 
invariance principle needs to be maintained. Fortunately, this 

issue can be effectively addressed by using an integral sliding 
mode observer (ISMO) [13, 14]. The ULM only depends on the 
two signals, the measured currents and voltage vectors of the 
system. However, the coefficient multiplied by the input of ULM 
is related to the system parameters. It is proved in [15, 16] that the 
factor is chosen with approximate values ranging between ±50 % 
of the nominal value of the system. This paper proposes an 
adaptive ISMO observer (AISMO) to observe the unknown 
function and factor variation in ULM, where this factor is 
dependent on error current. The factor changes as the current error 
changes, especially during the initial state and variation load, 
which leads to a faster response and reduces the resulting current 
ripple and lower harmonics. 

Therefore, this paper deals with the following aspects: 
section 2 provides a brief overview of the system under study 
and focuses on the problems of conventional controllers. 
Section 3 describes details of the proposed AVET-MFPC 
adaptive controller with AISMO observer to improve the 
performance system. Section 4 presents the simulation results of 
the proposed strategy. Finally, section 5 concludes this work. 

2. PROBLEM FORMULATION 

2.1. PREDICTION MODEL 

From Fig. 1, the inverter 2L-VSI has three legs, each 
containing two switches. The two-level inverter is coupled to 
an RLE load.  

 

Fig. 1 – Schematic diagram of a 2L-VSI power circuit connected to RLE 
load for Conventional MFPC. 
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The connection can simulate a grid-tied PV power 

generation system [17, 18]. 

The mathematical representation of the connection is as 

follows: 

𝑣𝑖 = 𝑅𝑖𝑙 + 𝐿
d𝑖𝑙

d𝑡
+ 𝐸 .                    (1) 

The dynamics of equation (1) can be written in the fixed 

reference frame α-β using the Clark transformation as: 
d𝑖𝑙α

d𝑡
=

1

𝑙
(𝑣𝑖α − 𝑅𝑖𝑙α − 𝐸α) ,                   (2) 

d𝑖𝑙β

d𝑡
=

1

𝑙
(𝑣𝑖β − 𝑅𝑖𝑙β − 𝐸β),                    (3) 

where (𝑣iα, 𝑣iβ) and (𝑖lα, 𝑖lβ) are the voltage vector and load 

current vector components, respectively, in the α-β frame.  

The output currents prediction can be formulated using 

first-order Euler approximation as follows [19]: 

𝑖𝑙α(𝑘 + 1) =
𝑇𝑠

𝐿
(−𝑅𝑖𝑙α(𝑘) − 𝐸α(𝑘) + 𝑣𝑖α(𝑘)) + 𝑖𝑙α(𝑘), (4) 

𝑖𝑙β(𝑘 + 1) =
𝑇𝑠

𝐿
(−𝑅𝑖𝑙β(𝑘) − 𝐸β(𝑘) + 𝑣𝑖β(𝑘)) + ilβ(𝑘). (5) 

The predictive control based on MPC utilizes a 

mathematical model to predict the future of the output 

current. Nevertheless, this approach encounters several types 

of uncertainty, including parameter mismatch. To address 

the issue of model uncertainty, this paper employs the ULM. 

2.2. ULTRA-LOCAL MODEL 

To simplify the complexity associated with mathematical 

models, the concept of an ultra-local model has been 

incorporated into model-free predictive control theory. The 

ULM model is defined as [11]: 

�̇� = 𝐹 + λ𝑢,                                (6) 

where y and u are the output and input signals for ULM 

model, respectively, λ denotes the input coefficient. In this 
context, F is defined as the unknown terms; it consists of the 
all-diverse type of uncertainty. Generally, a common 
strategy with MFPC for the online estimation of F is the 
algebraic identification technique [20]. 

2.3. MFPC CONTROLLER 

Substituting the dynamic equation of system (2) and (3) 
into the ULM model, the first-order ULM of system can be 
written as in [21]: 

d𝑖𝑙α

d𝑡
= 𝐹α + λ𝑣𝑖α,,                              (7) 

d𝑖𝑙β

d𝑡
= 𝐹β + λ𝑣𝑖β.                               (8) 

From (7) and (8), the structure of ULM is independent 

parameters of model. Also, 𝐹α,β are time-varying unknown 

functions. In MFPC, the 𝐹α,β undergoes continuous updates 

that are determined by utilizing input and output 
measurements as shown in Fig. 1. According to (7), (8), the 

derivative current (during sampling period 𝑇𝑠 can be expressed 
using first-order Euler approximation of discrete signal as: 

d𝑖𝑙

d𝑡
≈

𝑖𝑙(𝑘+1)−𝑖𝑙(𝑘)

𝑇𝑠
= 𝐹α,β + λ𝑣𝑖,𝐴.                 (9) 

The current prediction at (𝑘 + 1) can be written as: 

𝑖𝑙α,β(𝑘 + 1) = 𝑖̂⃗𝑙α,β(𝑘) + 𝑇𝑠 (�⃗̂�α,β + λ�⃗�𝑖,𝐴).      (10) 

The current references utilized in the cost functions are 
derived at (k+1). It can be estimated using the second order 
formula of the Lagrange extrapolation as follows: 

𝑖α
∗ (𝑘 + 1) = 3𝑖α

∗ (𝑘) − 3𝑖α
∗ (𝑘 − 1) + 3𝑖α

∗ (𝑘 − 2),   (11) 

𝑖β
∗(𝑘 + 1) = 3𝑖β

∗ (𝑘) − 3𝑖β
∗(𝑘 − 1) + 3𝑖β

∗(𝑘 − 2).   (12) 

The cost function of the MFPC can be writing to obtain 

optimal vector among the eight feasible ones with a 2-level 

VSI [1], which directly compares between the reference 

vector and candidate vector as: 

𝐺|𝑖=1:8 = abs(𝑖α
∗ − 𝑖𝑙α(𝑘 + 1)) + abs (𝑖β

∗ − 𝑖𝑙β(𝑘 + 1)) (13) 

From the expression of cost function in (13), the 

traditional MFPC control uses the sampling period to select 

one voltage vector from the all-candidate . 

Moreover, the algebraic identification technique is an online 

estimation approach [22] and it was used to estimate F(α,β) in 

real-time [23]. However, conventional MFPC uses complex 

techniques and more burden-time consuming or classic ISMO 

observer to estimate the unknown part. In this paper, an adaptive 

observer AISMO is proposed to estimate the unknown function 

and observe the variation of the factor in ULM.  

3. PROPOSED CONTROL AVET-MFPC WITH 

AISMO 

To improve control performance in terms of reducing the 

output current ripple signal, reducing the distortion rate, fast 

response and the robustness of the control in case parameter 

mismatch. This paper proposed AVET-MFPC with an 

observer AISMO. 

3.1. AVET-MFPC CONTROL 

With the proposed control, two vectors are selected at first 

vector is an active vector that uses the execution time of the 

active vector to select it, while the second is a zero vector as 

it is applied after the active vector. The active vector is 

executed at a one sampling period. 

The certain time (tA), and the zero vectors is enabled at the 

remaining time (tZ) of the period to mitigate the changing 

direction. Thus, a sample period is split up as: 

𝑇𝑠 = 𝑡𝐴 + 𝑡𝑧.                               (14) 

Therefore, the one period is spilt into t(k) to t(k + tA) and 

t(k + tA) to t(k + 1), as shown in Fig. 2.  

At t(k+tA), the current predictions 𝑖𝑙α,β(𝑘 + 𝑡𝐴) are 

obtained by directly applying the six feasible vectors 

(�⃗�𝑖,𝐴|1…6). All other six vectors are shown in Table 1. 

 

Fig. 2 – Conventional MFPC and proposed AVET-MFPC in one sampling 

period: a) conventional MFPC; b) AVET- MFPC 

Table 1 

Six feasible active voltage vectors. 

𝑣𝑖,𝐴 𝑣1 𝑣2 𝑣3 𝑣4 𝑣5 𝑣6 

𝑆𝑖 100 110 010 011 001 101 

According to (7), (8), the derivative current during 𝑡𝐴 can 

be expressed using first-order Euler approximation of 

discrete signal [19] a: 

d𝑖𝑙

d𝑡
≈

𝑖𝑙(𝑘+𝑡𝐴)−𝑖𝑙(𝑘)

𝑡𝐴
= 𝐹α,β + λ𝑣𝑖,𝐴.               (15) 
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The current prediction at (𝑘 + 𝑡𝑎)  write as:  

𝑖𝑙α,β(𝑘 + 𝑡𝐴) = 𝑖̂⃗𝑙α,β(𝑘) + 𝑡𝐴 (�⃗̂�α,β + 𝜆�⃗�𝑖,𝐴)      (16) 

As shown in Fig. 1, the predicted current at (k + 1) can be 

obtained by directly applying the zero vectors 

(�⃗⃗�𝑠,|7 or 8) between t = (k + tA) and t = (k + 1) as: 

𝑖𝑙α,β(𝑘 + 1) = 𝑖̂⃗𝑙𝑎α,β(𝑘 + 𝑡𝐴) + 𝑡𝑧 (�⃗̂�α,β + λ�⃗�𝑖,𝐴|7 or 8) 

𝑖𝑙α,β(𝑘 + 1) = 𝑖̂⃗𝑙α,β(𝑘 + 𝑡𝐴) + 𝑡𝑧 (�⃗̂�α,β + λ ∙ 0) 

𝑖𝑙α,β(𝑘 + 1) = 𝑖̂⃗𝑙α,β(𝑘 + 𝑡𝐴) + 𝑡𝑧�⃗̂�α,β.          (17) 

3.2. ACTIVE VECTOR EXECUTION TIME 

CALCULATION 

Combining eq. (16) and (17), one can obtain the execution 

time of the active vector. The predicted current in (k+1) can 

be expressed as 

𝑖𝑙α,β(𝑘 + 1) = 𝑖̂⃗𝑙−𝑎α,β(𝑘 + 𝑡𝐴) + 𝑡𝑧�⃗̂�α,β = 

= 𝑖̂⃗𝑙α,β(𝑘) + 𝑡𝐴 (�⃗̂�α,β + λ�⃗�𝑖,𝐴|1,..6) + 𝑡𝑧�⃗̂�α,β ,   (18)  

where 𝑡𝑧 = 𝑇𝑠 − 𝑡𝐴 and  

𝑖𝑙α,β(𝑘 + 1) = i⃗̂lα,β(𝑘) + 𝑡𝑎 (�⃗̂�α,β + λ�⃗�𝑖,𝐴|1,..6) + 

+(𝑇𝑠 − 𝑡𝐴)�⃗̂�α,β. 

After simplifying, 

𝑖𝑙α,β(𝑘 + 1) = 𝑖̂⃗𝑙α,β(𝑘) + 𝑡𝐴λ�⃗�𝑖,𝐴|1,..6 + 𝑇𝑠�⃗̂�α,β.   (19)  

From (19), the execution time of the active vector can be 

expressed as: 

𝑡𝐴 =
𝑖𝑙α,β(𝑘+1)−�̂⃗�𝑙α,β(𝑘)−𝑇𝑠�⃗̂�α,β

λ�⃗⃗�𝑖,𝐴|1,..6
.              (20) 

Theoretically, by applying two vectors in one period, an 

active vector at time tA and a zero vector at tZ, the output 

current follows the reference at the time (k + 1) with nearly 

zero-state errors, so  

‖
𝑖𝑙α(𝑘 + 1) = 𝑖α

∗ ,

𝑖𝑙β(𝑘 + 1) = 𝑖β
∗ .

                         (21) 

Finally, the execution time expression (21) can be 

rewritten as follows: 

𝑡𝐴 =
𝑖α,β

∗ −�̂⃗�𝑙α,β(𝑘)−𝑇𝑠�⃗̂�α,β

λ𝑣𝑖,𝐴|1,..6
                    (22) 

From (11), (12), and (19), the cost function of the proposed 

technique can be rewritten to deduce the optimal vector 
(𝑘 + 1) for the six possible active vectors: 

𝐺|𝑖=1:6 = abs(𝑖α
∗ − 𝑖𝑙α(𝑘 + 1)) + abs (𝑖β

∗ − 𝑖𝑙β(𝑘 + 1)). (23) 

Figure 3 displays the proposed AVET-MFPC control. 

First, the system's output currents and voltages are measured. 

Second, the unknown function and the  factor are estimated 

using AISMO. This step ensures the optimal value of . 

In the third step, the execution time of the active vector is 

calculated using six possible voltage vectors through equation 

(22). After that, the prediction current and cost function can be 

obtained according to eq. (19) and (23). Finally, optimal 

voltages are selected. Then, control [24], as shown in Fig. 3. 

 

Fig. 3 – Bloc diagram for the proposed control AVET-MFPC. 

3.3. MFPC WITH ADAPTIVE ISMO OBSERVER 

As presented in [15, 18], the classic design of integral 

sliding mode observer (ISMO) has been utilized to estimate 

the unknown function of ULM for the conventional MFPC. 

This paper proposes an adaptive observer AISMO to observe 

the unknown function and factor variation in ULM where 

this factor is dependent on error current. The factor changes 

as the current error changes, and the proposed observer 

AISMO is designed as follows: 

|

|

𝑒𝑖 = 𝑖𝑙 − 𝑖̂𝑙,
d�̂�𝑙

d𝑡
= �̂�𝑖 + λ𝑉𝑖 + 𝑢′,

d�̂�𝑖

d𝑡
= 𝑒𝑖 + 𝐾𝑖 ∫ atan(𝑒𝑖)

𝑡

0
dτ,

dλ

d𝑡
= −δ1λ (δ2(λ − 1) −

δ3|𝑒𝑖
∗|

1+min(δ4,𝑃)
) ,

       (24) 

where 𝑒𝑖  is the tracking error, which is the result of the 

difference between the given desired output 𝑖̂𝑙 (the estimated 

current) and the actual output 𝑖𝑙  (the actual current) [17]. The 

coefficients of ISMO, 𝐾𝑖  should be chosen as positive values.  

To calculate the evaluation of λ, the error 𝑒𝑖
∗ (i.e., 𝑒𝑖

∗ =𝑖∗ −
𝑖̂𝑙) is used, where 𝑖∗ is the reference of the current. The 

function 𝑃(𝑡) represents the power of the output observation 

error; the following equation gives it: 

𝑃 =
1

𝑇
∫ |𝑒𝑖

∗|2dτ
𝑡

max (0,𝑡−𝑇)
 .                (25) 

As demonstrated in (24), it is composed of four 

meticulously selected parameters, namely δ1, δ2, δ3 and δ4 . 

On the other hand, the parameter δ3  can be assigned high 

values, primarily intended to saturate the integral term of P. 

The design of λ in (24) allows the observer gain to take 

high values, which leads to the paths of the proposed 

observer converging exponentially and quickly to the 

trajectory of the system. As a result, the observation error 

quickly disappears, after which the values of 𝜆 decrease to 

the predetermined value.  

3.4. DESIGN OF THE ISMO 

The design of the ISMO observer comprises two phases. 

The first one involves selecting the surface. The control law 

is formulated in the second phase to ensure that the system 

tracks converge with the sliding surfaces within a specified 

time and remain on them. In this paper, the current 

components are chosen as control variables; note that the 

integrated sliding mode function for iα and iβ in the rotating 

frame is expressed as follows:  

𝑆αβ = 𝑒αβ + 𝐾𝑖αβ ∫ atan(𝑒αβ)
𝑡

0
dτ .            (26) 

From the principle of Lyapunov criterion, it can determine 
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the input signal 𝑢′ in (24), and they can be calculated by 

using the following steps. 

To fulfill the stability criterion 𝑉1̇ < 0, a Lyapunov 

function 𝑉 is defined and chosen as follows: 

𝑉 =
1

2
[
𝑆α

2 + �̂�𝑓α
2

𝑆β
2 + �̂�𝑓β

2 ] ,                              (27) 

where �̂�𝑓α and �̂�𝑓β 𝑎𝑟𝑒 the errors can be defined as:  𝑒𝑓α =

𝐹α
∗ − �̂�α and 𝑒𝑓β = 𝐹β

∗ − �̂�β, then, this 𝐹α
∗ and 𝐹β

∗ are the best 

estimation of 𝐹α and 𝐹β respectively. The derivative of (27) 

can be defined as:  

�̇� = [
�̇�α

�̇�β

] = [
𝑆α�̇�α − �̇̂�α(𝐹α

∗ − �̂�α)

𝑆β�̇�β − �̇̂�β(𝐹β
∗ − �̂�β)

] .             (28) 

The calculation of �̇�α proceeding by using (26) and (28) as 

𝑉α̇ = 𝑆α�̇�α + 𝑆α𝐾𝑖αatan(𝑒α) − �̇̂�α(𝐹α
∗ − �̂�α),    (29) 

where 𝑒α = 𝑖𝑙α − 𝑖̂𝑙α, the derivation is used to calculate 𝑉α̇ 

𝑉α̇ = 𝑆α (
d𝑖𝑙α

d𝑡
−

d�̂�𝑙α

d𝑡
) + 𝑆α𝐾𝑖αatan(𝑒α)−�̇̂�𝛼(𝐹α

∗ − �̂�α). (30) 

By putting the expression of  
d𝑖𝑙α

𝑑𝑡
  and  

d�̂�𝑙α

d𝑡
  as: 

𝑉α̇ = 𝑆α(𝐹α + λ𝑉𝑠α − �̂�α − λ𝑉𝑠α − 𝑢α
′ ) + 

+𝑆α𝐾𝑖αatan(𝑒α) − �̇̂�α(𝐹α
∗ − �̂�α).                   (31) 

After simplifying, 

𝑉α̇ = 𝑆α(𝐹α − �̂�α) − 𝑆α𝑢α
′ + 𝑆α𝐾𝑖αatan(𝑒α) − �̇̂�α(𝐹α

∗ − �̂�α).(32) 

We add and subtract the function 𝐹α
∗ in the first part of (32) 

and at the same time, substitute �̇̂�α by 𝑆α as in (26). 

Therefore, (32) turns to: 

𝑉α̇ = 𝑆α (𝑒𝑓α − 𝑢α
′ + 𝐾𝑖αatan(𝑒α)).         (33) 

Assuming 𝑒𝑓𝑚𝑎𝑥  is the upper bound of 𝑒α, i.e., |𝑒𝑓α| < 

efmax. The integral sliding mode input signal 𝑢α
′  is chosen as 

follows: 

𝑢α
′ =

|𝑆α|

𝑆α
𝑒𝑓𝑚𝑎𝑥 + 𝐾𝑖αatan(𝑒𝛼) + 𝑆ηαatan(𝑆α).   (34) 

Finally, from (33) and (34), �̇�α can be rewritten as: 

�̇�α = 𝑆α𝑒𝑓α − |𝑆α|𝑒𝑓𝑚𝑎𝑥 − 𝑆αη𝑑atan(𝑆α).       (35) 

Since −𝑆αηαatan(𝑆α) is always negative and 𝑆α𝑒𝑓α< 

|𝑆α|𝑒𝑓𝑚𝑎𝑥, as shown in the previous equations, the derivation 

of the Lyapunov function is negative, and the stability 

conditions in eq. (35) ensure that the designed observer is 

stable. The expression 𝑢𝛽
′  can be derived by  

𝑢𝛽
′ =

|𝑆β|

𝑆β
𝑒𝑓𝑚𝑎𝑥 + 𝐾𝑖βatan(𝑒β) + 𝑆ηβatan(𝑆β).   (36) 

3. SIMULATION RESULTS 

To evaluate the performance and robustness of the 

conventional MFPC and proposed AVET-MFPC control, the 

system parameters utilized in this paper are detailed in Table 2. 

Table 2 

Simulation parameters 

simulation detail    Type and parameters of the system 

Inductance value 

Resistance value 

sampling time TS 

Reference frequency 

DC-link voltage 

L = 12 mH 

R =1.5 Ω 

100 µs 

50 Hz 

80 V 

Using an adaptive observer, simulations were 

implemented in MATLAB software to validate the proposed 

AVET-MFPC effect. The simulation duration was 

configured to 0.15 s, maintaining a constant reference 

frequency of 50 Hz with a maximum value of current equal 

to 3 A, as shown in Fig. 4. 

The simulation results indicate that the proposed AVET-

MFPC exhibits superior steady-state performance under 

accurate parameter settings compared to the conventional 

MFPC. Total Harmonic Distortion (THD) for conventional 

MFPC is approximately 1.55 %, whereas for the proposed 

control, it is around 0.82 %.  

To assess the dynamic performance of both methods, the 

reference current was increased from 1 A to 3 A at 0.165s, 

as depicted in Fig. 5. Figure 5a shows the system's dynamic 

tracking capability using a conventional controller with a 

slow system transition (1.3 ms) compared to the fast 

performance of the system using the proposed controller 

AVET-MFPC (2.8 ms), as shown in Fig. 5b. This fast 

transition with the proposed controller is due to using an 

adaptive observer to reduce the error between the two 

currents. 

 
Fig. 4 – Performance of the proposed conventional model-free controller 

under a peak current reference of 2 A:  

a) MFPC; b) AVET-MFPC. 

Both controllers effectively track the reference current 

thereafter. A sensitivity test to the load parameter mismatch 

was conducted to demonstrate the performance of the 

AVET-MFPC controller supported by the adaptive observer . 

 

Fig. 5 – Tracking the performance of the conventional and proposed 

controller during a step-change in the reference current from 1 A to 3 A:  
a) MFPC; b) AVET-MFPC. 

Figure 6 shows that when the inductance value is changed 

from L to –30 % L at 0.15 s, the tracking error between the 

reference and the measured currents increases noticeably 
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when using the traditional strategy compared to the proposed 

control. The advantage of the proposed method is that it 

adapts the factor  with the AISMO observer in case of 

mismatch parameters.  

4.1. EVALUATE OF FACTOR λ 

The input coefficient in the proposed control method, 

factor λ, is typically considered a nonphysical constant and 

is often determined through a trial-and-error process. 

However, in [22], the authors suggested selecting α within 

the range of ± 50 % of the classical model input coefficient. 

The output current and the variation of factor λ are displayed 

in Fig. 7, providing insight into the performance and 

accuracy of the proposed adaptive observer with MFPC. To 

evaluate the performance of the Adaptive Observer 

(AISMO) interconnected with the proposed controller, the 

reference current is increased from 1 to 3 A, as shown in 

Fig. 7a, and the second test during the parameter mismatch 

at 0.15 s is presented in Fig. 7b. 

 

Fig. 6 – Simulation results with variation load: a) the conventional MFPC; 
b) AVET-MFPC. 

Figure 7a presents the dynamic of the factor λ, where it 

takes on high values when there are convergence errors 

between the reference and measured currents, especially at 

the initialization of the tracking, and when the reference 

current increased from 1 to 3 A at 0.16 s, which leads to faster 

and better convergence time. After that, the value of λ 

decreases to a predetermined constant value: nominal value. 

From Fig. 7b, a sensitivity test to the load parameter 

mismatch was conducted to demonstrate the performance of 

the AVET-MFPC controller supported by the adaptive 

observer. 

 

Fig. 7 – Results of λ factor evaluation using adaptive AISMO for AVET-

MFPC: a) increased from 1 to 3 A; b) parameter mismatch at 0.15 s. 

4.2. SENSITIVITY ANALYSIS 

Parameter mismatch testing was conducted in this section 

to assess the performance and robustness of the AVET-

MFPC proposal.  

Figure 8 compares results among three methods: FS-MPC, 

MFPC, and AVET-MFPC under inductance mismatch by 

conducting inductance changes ranging from –60 % to + 60 % 

from nominal inductance. Figure 8 illustrates the test 

outcomes, which reveal that THDs are impacted by changes 

in inductance levels for two FS-MPC and MFPC controllers. 

AVET-MFPC produces output current with a lower THD as 

its value decreases to 0.82 % when the nominal value of the 

inductance and THD of 1.13 % with a positive inductance 

mismatch of 33 mH. The proposed strategy AVET-MFPC 

showed less impact when there was a mismatch in the 

inductance value, which showed very good performance 

compared to the two other strategies. 

 

Fig. 8 – Sensitivity of the three techniques FS-MPC, MFPC, and AVET-

MFPC to inductance variation. 

4.3 PERFORMANCE COMPARISON OF THREE 

STRATEGIES 

Table 3 illustrates a comparison between the three strategies: 

MPC, MFPC, and AVET-MFPC. AVET-MFPC shows better 

and faster dynamic tracking performance and complete 

independence from system parameters. Moreover, the proposed 

control shows robustness against parameter mismatch. 

Table 3 

Comparison of three controllers 

Strategies 
Dynamic 

performance 

System 

parameters 

needed 

    Robustness to 

parameter 

mismatch 

FS‐MPC Good R, L Poor 

MFPC Good 𝛂 ≈ 𝟏
𝑳⁄  Good 

AVET-

MFPC 
Very Good 

Not 

required 
 

Very Good 

5. CONCLUSION 

This paper improves free model predictive control by using 

an adaptive observer. Our approach relies only on the current 

and voltage of the controlled system and does not require any 

parameter of the controlled system. To reduce the ripple of the 

output current, a control technique was used that relies on two 

vectors, one active and the other zero, during one sampling 

period. The proposed technique is based on calculating the 

execution time of the active vector. On the other hand, an 

adaptive observer was used to get faster response and 

robustness control in cases of parameter mismatch.  

Simulation results confirm better performance compared 

to conventional MFPC while testing different conditions. 

Hence, the proposed control has better static and dynamic 

performances, guaranteeing that the control performance is 

not affected by parameter mismatch. 

The proposed control model can be exploited in systems 

with complex models, such as motor control or pumping 

water through photovoltaic systems. 

Received on 9 July 2023 
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